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Xi’an Jiaotong-Liverpool University（XJTLU)

UoL

XJTU

• September 2004: Agreement signed

• May 2006: Licenced by MoE，160+ first cohort students

• Over 12k registered students, near 9,000 on XJTLU campus (including 570+ international students, 525 master 

students, and 113 PhD students)

 Over 70 undergraduate and postgraduate degrees: STEM, Architecture, Business, social & humanity

 Dual Degrees from XJTLU & UoL

• 7th UG cohort graduate in July 2015/16

• MSc graduate since January 2014

• PhD graduate since June 2014

• Plan: 18k registered students, 15k (2-3k overseas, 2-3k PG) students on campus 

XJTLU
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XJTLU only 

11 years old 



Graduates statistics: 
from ordinary to extraordinary

• Around 80% entered world class universities to continue postgraduate

studies

• 10-15% entered the world top10 universities.

• More than 50% entered the world top 100 universities.

• Above 10% entered market and many of the graduates are employed by the

world 500 companies

• Imperial College (EEE) announced: For Chinese applicants studying in China,

only consider applications from students studying: C9 or 985, or XJTLU.

Year 2010 2011 2012 2013 2014 2015 2016

Further 

Education 
130 460 532 763 1213 1589 1604

Employment 6 53 117 143 245 291 339

Undetermined - - - - 26 28 39

Total 136 513 649 906 1484 1908 1982
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South Campus Overview
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Outline: CSRBFs why and how?

• Introduction and background 

• Compactly supported RBFs

• Motivation for

• hierarchical approach 

• heterogeneously hierarchical approach 

• How

• Interpolation with CSRBFs with different shape. 

• Heterogeneously hierarchical approach

• Numerical examples

Heterogeneously hierarchical is referred to as using RBFs with 

different scales/shapes on the same level in a ML  approach
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Introduction and background  I

• RBFs：many applications by our speakers  (& Poggo

&Girosi 1990, Regularization algorithms for learning that are equivalent to 

multilayer networks, Science)

• Why RBF so popular? Micchelli’s work 1986 for 

solvability for Multiquadrics (MQs) and a class of 

RBFs  ( Mairhuber-Curtis theorem 1956, Haar 1917)

• MQs is still the best globally RBFs for most cases 

(Used by B. Hon, Ling) 

• Why MQ so effective (brief explanation):  

(Sandwell,1987).

• Biharmonic splines 𝑟3 𝑖𝑛 𝑅, 𝑟2 log 𝑟 − 1 in 𝑅2 （
Matlab griddata v4）, 𝑟 in 𝑅3

lim
𝑐→0

𝑐2 + 𝑟2 = 𝑟
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Introduction and background  II：CSRBFs

1. Sparsity/scalability
• Askey’s power functions max(0, 1 − ||𝑥|| ℓ)
• Truncated Gaussian 

• Easy to construct

2. Positivity/Conditioning
• Wu functions ( Wu1995) 

• Wendland functions( Wendland 1995, only 4 pages !)

• Missing Wendland functions( Shaback 2011) 

• Unified by the associated Legendre functions of the 1st

kind and the Gamma functions (S. Hubbert 2012)

• Relationship between Wendland functions and Gaussian 

(Chernih, Sloan & Womersley, 2014)

• Difficult & painful to read; deep & beautiful mathematics 

Positivity: Wu & Wendland’s contribution
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Introduction and background  II：CSRBFs
3. Accuracy: Positive definite CSRBFs matters 

• Wu, 1997, positive definite CSRBFs violated the 

Strang-Fix(SF) condition (next slide).

• The SF condition is a necessary and sufficient 

condition for convergence.

• SF condition: convergence requires the interplant 

reproduce polynomials.

• There is no positive definite CSRBFs which satisfy 

the SF in 𝑅𝑑 for 𝑑 ≥ 2 (Wu 1997)

• Positive definite functions can not reproduce a 

constant functions (Gaussian can’t not recover a 

constant function Buhmann 1990) 



2017/5/24 HHRBF 9

For any 𝑝 ≥ 𝑞 ≥ 0, the following condition are equivalent:

1. 𝜑 lies in 𝐻𝑐
𝑞
,  𝜙 0 ≠ 0, but has zeros of order at least 𝑝 + 1 at 

other points of 2𝜋𝑍𝑛.
2. 𝜑 lies in 𝐻𝑐

𝑞
, and for 𝛼 ≤ 𝑝, the function ∑𝑗𝛼𝜑 𝑡 − 𝑗 is a 

polynomial in 𝑡1, … , 𝑡𝑑 with leading term 𝐶𝑡𝛼, 𝐶 ≠ 0.

3. 𝜑 is a distribution with compact support, and for each 𝑢 in 

𝐻𝑝+1 there are weights 𝑤𝑗
ℎ such that ℎ → 0

||𝑢 −  𝑤𝑗
ℎ𝜑𝑗

ℎ ||𝐻𝑠 ≤ 𝑐𝑠ℎ
𝑝+1−𝑠||𝑢||𝐻𝑝+1 , s ≤ 𝑝

and   ∑ 𝑤𝑗
ℎ 2

≤ 𝐾||𝑢||𝐻0
2

Introduction and background  II： CSRBFs
The Strang-Fix Condition (1971): 

G. Strang and G.Fix. A Fourier analysis of the finite element variational method, 1971

Also:  I.J. Schoenberg 1946 seminal paper on cardinal splines 
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Motivation for multi-step and multi-scale

 Approximation quality for CSRBFs is bad.  (any ?).
1. The native space for pdf is small

2. How to interpret Wendland’s convergence results for positive definite 

CSRBFs?
 Based on Wu’s IMA paper, use positive definite CSRBFs as conditionally 

positive definite ones 

 Wendland states in his book Scattered Data Approximation: keeping the 

support fixed and refine the interpolation points 

 Converge in which norm? is the convergence we want? 

Multistep or multiscale approach is one of 

several ways to improve approximation quality 

for positive definite CSRBFs.
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Overview of multi-step 

or multiscale method

𝑋1 ⊂ ⋯ ⊂ 𝑋ℓ = 𝑋, 𝑟0 = 𝑓
For i=1 to ℓ do

𝑠𝑖|𝑋𝑖
= 𝑟𝑖−1|𝑋𝑖

𝑟𝑖 = 𝑟𝑖−1 − 𝑠𝑖|𝑋
endFor

𝑆 𝑥 =  

1

ℓ

𝑠ℓ(𝑥)

𝑠 𝑥 =  

𝑖=1

ℓ

sup| 𝑠𝑖 𝑥 |
𝑠𝑖 𝑥

sup| 𝑠𝑖 𝑥 |

Frequency 

Frequencies
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Motivation for multi-step and multi-scale II

• Floater and Iske 1996  introduced multistep method

• Multi-level Stationary does not converge 

(Fasshauer’s book(2007), p.277)
Notes: stationary, keeps the support proportional to the fill distance h

• Fasshauer & Jerome 1999,  Multistep approximation 

algorithms: improved convergence rates through 

postconditioning with smooth kernels 

• Le Gia & Sloan & Wendland 2010 set up multiscale 

analysis in Sobolev spaces on sphere

• Alex Townsend 2012 ;  Patricio Fawell 2014

• After this we can say CSRBF useful.

So  what’s next problem? 
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Motivation for heterogeneously hierarchal 

• Multi-level stationary approach 
• have a good scability, storage 𝑶(𝑵)
• Does not converge

• Multi-level non-stationary approach
• Converge 

• Scarify scability, the bandwith of the interpolation matrix 

increases as the data set are refined. 

• Storage 𝑶(𝑵𝟐−𝜹), 𝟎 ≤ 𝜹 < 𝟏.

Can we balance these two approaches? 
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Heterogeneously hierarchal RBFs 

HHRBF 3 components 

• Using different shapes on each level 

• Fast Hierarchical data sets construction

• Fast sparse kernel summations  
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HHRBF: Convexity and solvability of CSRBFS 
with different shapes  (Zhu & Wathen 2014) 

Theorem on convexity (Z&W 2014) For any 

Wendland function 𝜙𝑑,𝑘, there exists a positive 

real number 𝑞 ∈ [0,1), such that 𝜙𝑑,𝑘 is convex 

on [𝑞, 1].   

THM (Z&W 2014 For any Wendland function 

𝜙𝑑,𝑘(𝑟), there exists a positive number 𝑚 and 𝑐 , 

such that for 𝜙𝑑,𝑘 𝑟 ≤ 𝑐 1 − 𝑟 𝑚

Proof requires another two lemma 

Proof trial 
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Estimation of the convex interval for 
Wendland functions 
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HHRBF: Convexity and solvability of CSRBFS 
with different shapes  (Zhu & Wathen 2014) 
by the convexity and lemma in last slide， give a 

condition to guarantee the interpolation matrix is 

column diagonally dominant 

Theorem on solvability (Z&W 2014， Basic idea 

illustration, column diagonally dominant 
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With the same shapes v.s. different shapes on 
tensor grids 

With the same shapes With different shapes 
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Algorithms to determine the radii of CSRBFs
Two examples
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Well condition interpolation matrix
The shape/support of CSRBF varies a lot.

B: Stanford Bunny point cloud

D: Stanford Dragon point cloud 
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Comparison  with approximation quality: better  
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Increasing any computational workload ?  Almost no!

Knn: data querying  

Check: determine the radii of all the basis functions 

Spare: formation the sparse matrix 

R1: check time / linear solver time 

R2: check time/  overall time
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Comparison on convergence: set up 

Two approach share almost the same storage and scalability 

M1: multilevel stationary approach 

HHRBF.
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Comparison on convergence 

(a) Test function： Frank function 

(b) Multilevel stationary interpolation  does not converge 

(c) HHRBF on regular nested data sets (Red ℓ∞) blue (RMS)

(d) HHRBF on scattered nested data sets 

(e) All other 12 test functions share similar result.
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Comparison on convergence 

(a) Test function： Frank function 

(b) Multilevel stationary interpolation  does not converge 

(c) HHRBF on regular nested data sets (Red ℓ∞) blue (RMS)

(d) HHRBF on scattered nested data sets 

(e) All other 12 test functions have similar result.
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Hierarchical data sets construction
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Numerical examples 
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Numerical examples 
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Example 2: 
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Example 3
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Example 3



2017/5/24 HHRBF 33

Example 4
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Example 5 
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Example 6

Temperature  June 22, 2014
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Conclusions 

1.The motivation of HHRBF might be right , 

we might ask a correct question. 

2.Multilevel stationary interpolation does 

not converge, while HHRBF is observed 

convengent 𝑂(ℎ2) convergence in ℓ2 and 

𝑂(ℎ) in ℓ∞ , but theoretical results is 

unknown. We need a proof.  

3.HHCSBF, not necessarily radial. 



Thank You !

Q & A!


