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Abstract
This study aimed to investigate the factors accounting for Chinese teachers’ concerns about teaching artificial intelligence 
(AI). Based on the concerns-based adoption model and the pedagogical content knowledge framework, a hypothesized 
model associating teachers’ knowledge, perceived social good, and concerns about teaching AI was tested via structural 
equation modelling. The responses from 269K-12 AI teachers in southern China were utilized to test the hypothesized 
model. Structural equation modelling reveals that the association between teachers’ knowledge of teaching AI and teachers’ 
concerns about teaching AI is mediated by teachers’ perceived social good of teaching AI. Particularly, teachers’ perceived 
social good of teaching AI partially mediated relationships between teachers’ pedagogical AI knowledge and refocusing 
concern, as well as teachers’ conceptual AI knowledge and management concerns. These findings provide a more profound 
understanding of teachers’ perceived social good as a pedagogical belief. The results show that teachers’ knowledge (i.e. 
pedagogical AI knowledge and conceptual AI knowledge) predicted higher stages of concern (i.e. refocusing and manage-
ment) when mediated by teachers’ perceived social good of teaching AI. This study contributes to a better understanding of 
factors contributing to teachers’ concerns about teaching AI, and how to address them for teacher professional development.
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Introduction

In recent years, artificial intelligence (AI) has opened up 
new opportunities for education administration, instruc-
tion, and learning (Chen et al., 2020, 2022; Guo et al., 
2021). Efforts are underway in many countries to promote 
AI education for K-12 students (Touretzky et al., 2019). 
A growing number of teacher professional development 
activities are aiming to facilitate effective teaching of the 

AI curriculum (Aler Tubella et  al., 2024; Casal-Otero 
et al., 2023). Specifically, key purposes of AI teachers’ 
professional development are to reconstruct the AI cur-
riculum, to implement and assess mastery of specific peda-
gogical strategies in the field of teaching AI (e.g., provid-
ing K-12 students with concrete pedagogical examples), 
and to develop students’ social learning and shape their 
values with suitable pedagogy (Aler Tubella et al., 2024; 
Chai et al., 2023; Song & Wang, 2020). Although teachers 
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play irreplaceable roles in educational reform, they may 
feel negative emotions (e.g., fear, frustration, and resist-
ance to such efforts) about the reform process because of 
the complex challenges, including external difficulties in 
their teaching environment, insufficient support in the cur-
rent AI curriculum design, and intrapersonal obstacles in 
their beliefs about teaching AI (Su et al., 2022). Among 
the numerous studies examining teachers’ attitudes, emo-
tions, and intentions regarding educational reform, con-
cern is a mature term that can be regarded as a foundation 
for helping teachers change from passive participants (e.g., 
a resister or opponent) to active innovators in education 
reform (Lambriex-Schmitz et al., 2020).

Teachers’ concerns about educational innovation have 
important impacts on the implementation process (Fullan, 
2007; Hall & Hord, 1987). Researchers have been trying 
to identify teachers’ concerns about innovation and reform, 
such as teachers’ feelings, thoughts, and considerations about 
teaching (Byrne & Prendergast, 2020; Teerling et al., 2020). 
Past studies have advocated that understanding teachers’ 
concerns serves as a foundation for educators to facilitate 
teachers’ adaption (Zhang et al., 2014). To evaluate teach-
ers’ concerns about innovation, the concerns-based adoption 
model (CBAM) developed by Hall and Hord (1987) was fre-
quently applied as a theoretical framework (Al-Furaih & Al-
Awidi, 2020). Researchers specifically applied the stage of 
concern (SoC) questionnaire as a tool from CBAM to meas-
ure teachers’ concerns of different stages (e.g., awareness, 
information, personal, management, collaboration, refocus-
ing) and its influence factors (Dele-Ajayi et al., 2021; Hao 
& Lee, 2015). Previous studies applied CBAM to measure 
teachers’ concerns in conventional teaching contexts (Dele-
Ajayi et al., 2021; Yan & Deng, 2018).

In AI curriculum reform more specifically, research on 
teachers’ concerns is still limited as most studies in the field 
have focused more on teachers’ perceived support perspec-
tives such as teaching resources, devices, design frame, 
and teacher professional development program, and so on 
(Velander et al., 2023; Yau et al., 2023). Considering teach-
ers’ concerns about participating in teaching AI reform, Lin 
et al. (2022) attempted to conceptualize a teachers’ concerns 
framework from interview data; they identified two aspects: 
(1) Intrapersonal obstacles and facilitators, and (2) extrinsic 
obstacles and facilitators. However, while the framework 
offered a conceptual understanding of concern in the field 
of teaching AI, little is known about how these components 
manifest in specific situations or considerations that teachers 
care about and urge to address in their AI teaching prac-
tice. Accordingly, this study aimed to fill this research gap 
by focusing on teachers’ concerns as possible responses to 
promote AI educational reform. Therefore, there is a need to 
investigate teachers’ concerns about participating in the edu-
cational reform of the AI curriculum, along with identifying 

the factors that predict their concerns for optimizing the 
quality of instruction in AI education.

Among the predictive factors, teachers’ knowledge has 
been proven to be associated with teachers’ stages of con-
cern (Hao & Lee, 2015). Specifically, Kim et al. (2021a) 
indicated teachers’ knowledge is positively related to spe-
cific stages of their concern, while Hao and Lee (2016) men-
tioned that some knowledge could negatively predict teach-
ers’ specific stages of concern. This inconsistency may be 
attributed to the potential mediating factors between teach-
ers’ knowledge and concerns (Hao & Lee, 2017), which is 
an area that has remained under-researched. Furthermore, 
we selected teachers’ perceived social good as a possible 
mediator in the theoretical framework for the following two 
reasons: (1) The mere provision of CBAM and knowledge 
does not guarantee successful AI teaching in the context of 
educational reform. The effectiveness of teaching AI is sus-
ceptible to being shaped by teachers’ concerns and AI con-
tent knowledge (Lin et al., 2022; Yue et al., 2024). Hence, 
this study proposed merging CBAM with the pedagogical 
content knowledge (PCK) framework, which relates to pos-
itive beliefs and emotions in AI instruction and knowing 
how to teach AI, respectively. The combination of these two 
frameworks is beneficial for teachers in mitigating the com-
plex challenges they face when teaching AI. (2) According 
to the findings of interviews with experienced AI teachers, 
the role of AI knowledge for social good has been noted 
in successful AI curriculum design (Chai et al., 2020; Lin 
et al., 2022). Educators have highlighted perceived social 
good for students’ cultivation in AI education (Ayanwale 
et al., 2022; Chai et al., 2020). Previous studies have used 
various tools to measure dimensions of social good, focusing 
on both behavioral manifestations (e.g., prosocial actions, 
participation in community initiatives) and psychological 
constructs (e.g., ethical beliefs, social responsibility, and 
emotional engagement). For instance, instruments based 
on the Collaborative for Academic, Social, and Emotional 
Learning model have evaluated social and emotional com-
petencies through dimensions such as self-awareness, social 
awareness, and responsible decision-making (Negru, 2023). 
Building on these foundations, our study operationalized 
“social good” in the context of AI teaching as a pedagogi-
cal belief. Social good can be defined as a philosophy and 
practice that positively impacts society as a whole through 
education or other actions in the social sphere. In the context 
of AI education, social good is manifested not only in the 
practical use of technology for teaching and learning, but 
also in the design of curricula and pedagogical strategies to 
develop students' ability to utilize AI to solve social prob-
lems. This social good is manifested in pedagogical beliefs 
that promote the well-being of society and foster students’ 
social responsibility, which not only supports educational 
reform, but is also seen as a key factor in driving teachers’ 
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professional development (Mor et al., 2020). However, lim-
ited research has considered its benefits for teachers’ pro-
fessional development. Investigating teachers’ perceived 
social good in AI education is crucial, as it potentially aids in 
enhancing their practice in developing effective AI courses. 
Teachers’ knowledge of teaching AI may predict their beliefs 
about using AI for social good. Besides, Baker-Doyle et al. 
(2018) discovered that teachers who attached greater value 
to social good showed increased engagement in adopting 
educational innovations (i.e., concerns). Thus, we assumed 
that teachers’ perceived social good might mediate the rela-
tionship between their knowledge of teaching AI and their 
concern about teaching AI.

Accordingly, this study aimed to construct and empiri-
cally test a hypothesized mediation model that integrates 
teachers’ knowledge, perceived social good, and concerns 
about teaching AI, in order to validate the proposed hypoth-
eses (see Fig. 1). When teachers have a high-level of knowl-
edge of teaching Al, they may exhibit a higher degree of 
perceived social good when teaching AI, leading to holding 
higher stages of concerns about teaching AI. Particularly, 
the higher degree of perceived social good teachers have, the 
more attention they pay to teaching AI, focusing on design-
ing successful AI courses and showing more engagement in 

facing AI educational innovation. In the context of educa-
tional reform focused on teaching AI, evaluating the extent 
of its implementation has become even more essential. The 
theoretical contribution of this study lies in providing an 
important dimension for measuring the degree of AI curricu-
lum implementation, offering a reliable theoretical basis and 
measurement tool for understanding teachers’ perceptions 
of and attitudes toward the reform. Based on the insights 
derived from the proposed hypothesized model, targeted 
beliefs and knowledge are necessary to scaffold teachers in 
intuitively comprehending the complex interactions between 
the essential components of contextualized AI instruction, 
which may contribute to devising more effective plans that 
need to be addressed in the current K-12 AI educational 
reform.

Literature review

Theoretical framework and research context

To help AI teachers deeply and systematically understand 
the complex AI teaching process, the theoretical grounding 
of this study was guided by the CBAM and PCK frame-
work, which comprises two parts: extending CBAM into the 

Fig. 1   Research framework
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teaching AI area, and integrating PCK into CBAM for teach-
ing AI well. The following review is structured to introduce 
the key factors and associated hypotheses supported by the 
CBAM/PCK framework and past studies.

The CBAM and AI education

An increasing number of studies have emphasized the need 
to focus on how teachers’ emotion influences their teaching 
practice in the context of educational reform (Davis & Bel-
locchi, 2018; Weddle, 2021). This study examined teachers’ 
concerns as hierarchical emotional responses to AI educa-
tion reform and explored factors that shaped the responses. 
Teacher’ responsive emotions in such contexts can be influ-
enced by their personal competence, social background, 
and moral values (Zembylas, 2009). Teachers may develop 
negative emotions (e.g., fear, frustration, and resistance to 
such efforts) because of the imposition of unwelcome reform 
demands, repetition, and inconsistency of demands (Tsang 
& Kwong, 2017). Furthermore, teachers’ negative emotions 
can impede AI education reform (Chen, 2019).

Since concern is a key notion of emotion, there is a 
growing body of research exploring components related to 
teachers’ various concerns and their connections (Chen & 
Jang, 2014; Kim et al., 2021a). According to the findings 
of Fuller (1969), teachers’ concerns change over time when 
facing innovations. After an educational innovation occurs, 
teachers’ concerns have an important impact on the imple-
mentation process (Fullan, 2007; Hall & Hord, 1987). Hall 
et al. (1977) first designed the SoC questionnaire, one of the 
fundamental parts of CBAM (Cheung et al., 2001), to assess 
teachers’ concerns when confronting an educational innova-
tion. Researchers then applied and refined the framework to 
identify teachers’ needs in their professional development. 
For example, Geng et al. (2019) refined SoC into five dimen-
sions to assess K-12 teachers’ concerns: evaluation, infor-
mation, management, consequence, and refocusing. They 
revealed that K-12 STEM teachers’ concerns were mainly 
concentrated on three categories: information, management, 
and consequence. Teachers can be provided with articulated 
support according to their concerns. As argued by previous 
research, teachers in different stages of professional devel-
opment show different SoC (Al-Furaih & Al-Awidi, 2020; 
Byrne & Prendergast, 2020). The assessment of teachers’ 
SoC was maintained as a vital aspect of teachers’ profes-
sional development in educational innovations. After dec-
ades of continuous efforts, the CBAM framework designed 
by Hall and Hord (1987) has been proven to be a workable 
theoretical framework for understanding teachers’ change 
process when implementing educational innovations (Al-
Furaih & Al-Awidi, 2020; Lau & Jong, 2022).

CBAM has a profound influence on teachers’ concerns 
(Dele-Ajayi et al., 2021; Hao & Lee, 2015). For instance, 

the SoC questionnaire was developed by Hall et al. (1977) 
to assess teachers’ concerns about educational innovations. 
Many attempts have applied CBAM and SoC to examine 
teachers’ concerns about educational reform (Byrne & 
Prendergast, 2020; Dele-Ajayi et al., 2021). Additionally, 
CBAM and SoC could be applied in modeling the changes 
in teachers’ concerns brought by educational reforms when 
teachers were instructing particular subjects or technology 
(Kim et al., 2021a; Lau & Jong, 2022). Previous studies 
have explored teachers' concerns about teaching computer 
science. The rapid development of the use of technology has 
given rise to insights from researchers based on the CBAM 
orientated teachers’ concerns about teaching computer sci-
ence. There have been empirical studies focusing on teach-
ers’ concerns about teaching computer science. For instance, 
Kim et al. (2021a) adopted CBAM as an analytical lens to 
explore teachers’ perceptions of and concerns about the 
efficacy and changes in software education, while Lau and 
Jong (2022) employed CBAM as a theoretical framework 
to explore teachers’ impact-oriented concerns in STEM 
education.

As a central part of computer science, there is a need to 
use CBAM to measure and facilitate the instruction of AI. 
Despite the popularity of CBAM, only a limited number of 
studies have explored teachers’ growing concerns about the 
educational reform brought by AI with CBAM. For exam-
ple, research has employed CBAM to analyze student learn-
ing effectiveness with the purpose of improving the quality 
of teaching AI (Fan & Zhao, 2023). Jong (2022) applied 
CBAM and found that front-line teachers’ concerns were 
mainly related to teaching AI, which propelled us to further 
explore teachers’ concerns about teaching AI. Consequently, 
teachers’ concerns about teaching AI are worth investigat-
ing. Given the above, this study categorized and stratified 
teachers’ concerns about teaching AI with SoC from CBAM. 
We defined teachers’ concerns about teaching AI as their 
feelings, preoccupations, thoughts, and considerations about 
teaching AI.

The PCK framework and AI education

To explain the crucial variables teachers are concerned about 
in the teaching process, previous studies integrated the vari-
ables of PCK (e.g., PK and CK) into a research model (Hao 
& Lee, 2017; Shin, 2021). In previous research, the TPACK 
framework has often emphasized the role of technology 
in enabling and enhancing teaching practices (Yue et al., 
2021). TPACK integrates TK with PK and CK to support 
teachers' use of technology in instruction. In contrast, the 
PCK framework focuses more specifically on the interplay 
between pedagogy and content, emphasizing teachers' ability 
to employ effective instructional strategies tailored to spe-
cific subject matter (Park & Oliver, 2008; Shulman, 1986). 
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Studies have shown that PCK effectively captures domain-
specific teaching knowledge, especially during educational 
reforms involving new curricula (He et al., 2021; Luft et al., 
2022). Therefore, while TPACK highlights the integration 
of technology broadly, PCK provides a more targeted frame-
work for addressing the unique challenges of teaching AI 
content. These studies indicated significant relationships 
between teachers' knowledge and their concerns when teach-
ers are working with new technology (Hao & Lee, 2017). It 
is hoped that teachers can improve their knowledge to sup-
port appropriate concerns, resulting in their proactive com-
petencies in educational innovations (Shin, 2021). Hence, 
it is imperative to pay close attention to the theories sur-
rounding teachers' knowledge of teaching and the evolution 
of its related research trajectories. By doing so, we can gain 
a deeper understanding of how this knowledge base informs 
and shapes teachers' practices, particularly in the context of 
AI education.

Teachers’ knowledge of teaching is a complex system 
that includes subject matter, student learning, and teaching 
practice (Mishra & Koehler, 2006; Shulman, 1986). Previ-
ous studies showed that teachers who teach specific subjects 
possess knowledge of similar types but with different conno-
tations (Park & Oliver, 2008). Researchers have commonly 
applied the PCK framework to describe teachers’ domain-
specific knowledge, especially when innovating teachers’ 
training for educational reform based on new curricula (Luft 
et al., 2022; Pringle et al., 2020). As described by Shul-
man (1986), the PCK framework includes teachers’ content 
knowledge (CK), pedagogical knowledge (PK), and peda-
gogical content knowledge (PCK). PCK defines teachers’ 
knowledge of applying effective pedagogical strategies for 
students’ learning of specific topics. PCK has not just been 
applied efficiently for assessing and promoting teachers’ 
development in teaching a specific subject (He et al., 2021; 
Hidayat & Setyawan, 2020). It was also modified as CS-PCK 
to support K-12 teachers to engage in educational reform 
that came along with the past new computer science (CS) 
curriculum (Yadav & Berges, 2019), which was applied to 
evaluate and promote teaching computer science (He et al., 
2021; Hidayat & Setyawan, 2020). CS-PCK provides fun-
damental action guidance to front-line teachers (Brandes & 
Armoni, 2019). This guidance is significant for both novice 
and expert teachers (Oleson et al., 2018).

In the current K-12 educational reform brought by AI, 
front-line teachers are facing challenges similar to previ-
ous CS education. Their main difficulty is teaching the new 
AI curriculum following certain principles of practice (Kim 
et al., 2021b). Similar situations are found globally (Yue 
et al., 2021). Specifically, teachers’ limited conceptual AI 
knowledge is mainly related to popular topics as subject mat-
ter (Lindner & Romeike, 2019). They need pedagogical tac-
tics such as visualization, projects related to the real world, 

and domain specificity to teach these novel topics (Sulmont 
et al., 2019). Similar challenges are happening to teachers 
who will teach AI as well (Kim et al., 2021b). Therefore, 
educational research regarding teachers' consideration of 
teaching AI should take the PCK model into account. We 
thus adapted CS-PCK from teaching computer science to 
AI-PCK for teaching AI to identify and measure teachers’ 
knowledge of teaching AI. This idea led to the definition 
of teachers’ knowledge of teaching AI (AI-PCK). It refers 
to teachers’ professional knowledge of embedding topics 
around AI with appropriate pedagogical strategies for effi-
cient teaching.

The relationships among teachers’ knowledge, 
perceived social good, and concerns about teaching 
AI

In this study, the relationships between teachers’ knowledge, 
perceived social good, and concerns about teaching AI were 
first hypothesized based on the theoretical perspective of 
spaces of coping. The theory proposed by Zembylas (2006) 
regards teachers’ emotional responses to educational reforms 
as being closely correlated with the social and political con-
text. What’s more, teachers’ understanding of the emotional 
aspects of teaching and learning also shows inseparable con-
nections with their practice knowledge (Zembylas, 2007). 
It was assumed that teachers’ practical knowledge may 
be associated with their concerns as emotional responses. 
Accordingly, teachers need to correctly handle the relation-
ship between teachers' knowledge and concerns as teach-
ers are more knowledgeable when exhibiting higher SoC 
(Hao & Lee, 2016). However, Hao and Lee (2016) explored 
factors associated with teachers’ concerns in flipping class-
rooms and found that PK, CK, and PCK may have a posi-
tive correlation with some SoC (i.e., informational, personal, 
management, consequence, collaboration, and refocusing), 
while PK, CK, and PCK were identified as being negatively 
related to other concerns (i.e., awareness). Accordingly, this 
study hypothesized that knowledge may not always serve as 
one positive predictor of concerns. There is a need to inves-
tigate the possible factor between knowledge and concerns 
to improve the accuracy and in-depth understanding of how 
to teach AI effectively. Between knowledge and concerns, 
there may be mediating variables between the two factors 
when teachers are facing educational innovation about tech-
nology (Hao & Lee, 2017). In light of this, potential media-
tors could contribute to identifying the internal mechanism 
between teachers’ knowledge and concerns to clarify the 
inconsistency. At the heart of the framework lies the inter-
play of teachers’ knowledge-PCK and CK, which links to 
their concerns about teaching AI.

Teachers’ professional development is promoted by their 
knowledge improvement in teaching K-12 AI courses as well 



	 X.-F. Lin et al.

(Kim et al., 2021b). It is reasonable to consider similarly 
possible mediators between teachers’ knowledge and con-
cerns about teaching AI as in previous course reform (Hao 
& Lee, 2017). We further proposed that teachers’ percep-
tions of the social good of teaching AI is a crucial factor 
between teachers’ knowledge and concerns about teaching 
AI because teachers who value social good have been found 
to perform more proactively when designing AI courses 
(Chiu & Chai, 2020; Lin et al., 2022).

Social good switches between social responsibil-
ity, social influence, ethics, and so on (Moore, 2019). In 
research, social good is similar to ethical factors of sociality 
and humanitarianism. These factors have been commonly 
reduced to social responsibility when considering the social 
impact of AI (Niño et al., 2017). Pedagogically, teachers 
who advocate social responsibility share an orientation that 
social good should be involved in their teaching (Serholt 
et al., 2017). Promoting teachers’ social responsibility in 
teaching the use of technology has been taken as a purpose 
and a challenge of teacher training (Nuzzaci, 2016). Teach-
ers who paid more attention to ethical issues of technology 
were found to show more engagement in facing educational 
innovation (Baker-Doyle et al., 2018). Furthermore, teach-
ers concerned about social good also showed more initiative 
in increasing their professional knowledge and designing 
successful AI courses (Chiu & Chai, 2020). Based on the 
concept of students’ perceived social good as a belief regard-
ing using AI knowledge for solving problems and improving 
human lives (Chai et al., 2020), teachers’ perceived social 
good of teaching AI refers to their pedagogical beliefs about 
designing AI courses that enable students to solve problems 
for the human value with AI.

Teachers’ perceived social good as a pedagogical belief 
about the use of AI knowledge to solve problems and 
improve people’s lives was selected for the following rea-
sons: the lack of social good in teachers' pedagogical beliefs 

can make them lack passion in applying professional knowl-
edge to refine AI courses and innovate effective pedagogy 
for AI education. Furthermore, according to the spaces of 
coping theory, teachers’ perceived social good as an ethi-
cal factor could impact the generation of their emotional 
response, which is manifested as the correlation between 
teachers’ knowledge and their concerns. It is reasonable to 
build intrinsic correlations with the three factors. For the 
analysis, SoC was applied from CBAM to measure teach-
ers’ concerns about teaching AI. Teachers’ knowledge was 
formulated by a contextualized AI-PCK framework (i.e., 
PAIK in this study), which was divided into pedagogical AI 
knowledge, AI content knowledge, and general pedagogical 
knowledge.

Previous researchers have utilized the CBAM and 
explored how teachers’ stages of concern might impact their 
knowledge in different contexts. Teachers’ stages of concern 
were found to be distributed according to their knowledge 
level in software education (Kim et al., 2021a). The study 
further hypothesized that teachers’ knowledge would predict 
their concerns about teaching AI (e.g., Path H1 in Fig. 2). 
Current empirical evidence suggests that teachers’ con-
cerns would be predicted by their knowledge, perceptions 
and experience of instruction based on the PCK framework. 
For example, teachers who were more equipped with work 
experience and pedagogical knowledge were more likely to 
address impact concerns and were better able to inspire stu-
dent learning, thus successfully implementing STEM edu-
cation (Lau & Jong, 2022; Ohlemann et al., 2023). Also, 
teachers’ perceptions of learning and the experiences they 
possess are key factors in predicting their concerns about 
students’ competence (Pellikka et al., 2024). Besides, there 
were unstable associations between teachers’ knowledge 
and specific stages of concern (Hao & Lee, ), implying that 
mediation factors might exist (Hao & Lee, 2017). Despite 
the previous efforts, the existing literature did not illustrate 

Fig. 2   Hypothesized model



Exploring Chinese teachers’ concerns about teaching artificial intelligence: the role of…

the mechanisms underlying teachers’ increasing knowledge 
and concerns in the context of K-12 AI-related educational 
reform.

It has been discovered that teachers’ knowledge could 
positively impact their pedagogical beliefs (Chai et al., 2013; 
Luik et al., 2024). Furthermore, teachers’ implementation 
of emphasizing social good in teaching could be facilitated 
when they accumulate more experience and knowledge (Lee 
& Choi, 2015). It is reasonable to consider that teachers’ 
perceived social good as a pedagogical belief has a positive 
association with their knowledge. We accordingly hypoth-
esized that teachers’ knowledge might promote their per-
ceived social good (see Path H2 in Fig. 2). On the other 
hand, teachers’ pedagogical beliefs were correlated to their 
SoC (Kim et al., 2021a). Teachers who valued social good 
in their pedagogical beliefs were more likely to prioritize the 
consequences of students’ studies (Martínez-Valdivia et al., 
2020). In other words, teachers’ perceived social good could 
facilitate their concern about higher stages in SoC, such as 
consequence and refocusing concern. Teachers with such 
concern will emphasize the potential value and harm of AI 
to social good in their AI courses. We thus hypothesized 
a positive relationship between teachers’ perceived social 
good of teaching AI and their concerns about teaching AI 
(e.g., Path H3 in Fig. 2).

Thus, this study hypothesized that teachers perceived 
the social good of teaching AI as a mediator between their 
knowledge and concerns about teaching. The associations 
between the three factors can also be identified from a prac-
tical perspective. Teachers’ concerns have shown a connec-
tion with their professional development practice for educa-
tional innovation (Chounta et al., 2022). Besides, teachers’ 
professional development can also be promoted by their 
knowledge improvement in teaching K-12 AI courses (Kim 
et al., 2021a; Kennedy & Shiel, 2024). Teachers perceived 
the social good of teaching AI as a mediator between their 
knowledge and concerns about teaching AI because teach-
ers who value social good performed more proactively in 
designing effective AI courses (Chiu & Chai, 2020). To 
sum up, this study built a hypothesized structural equation 
modeling (SEM) model (see Fig. 2) that incorporates both 
knowledge and social good to explain the inner and in-depth 
mechanisms of teachers’ concerns about teaching AI.

Hypothesis development

The primary purpose of this study was to examine the rela-
tionships between teachers’ knowledge of AI, their perceived 
social good of teaching AI, and their concerns about teach-
ing AI. Based on theoretical frameworks and empirical stud-
ies, three hypotheses were proposed.

Teachers’ knowledge of AI, including pedagogical 
AI knowledge and content-specific knowledge, plays a 

foundational role in shaping their concerns about teach-
ing AI. Teachers with greater knowledge are more likely to 
effectively address instructional challenges, as knowledge 
influences their responses to educational reforms (Hao & 
Lee, 2016; Lau & Jong, 2022; Ohlemann et al., 2023). We 
therefore proposed the following hypothesis:

H1  Teachers’ knowledge of AI positively predicts their con-
cerns about teaching AI (see Fig. 2).

Teachers’ knowledge of AI informs their pedagogical 
beliefs, particularly their perception of the social good 
achieved through teaching AI. Accumulating knowledge 
enables teachers to integrate ethical and societal considera-
tions into their pedagogy (Lee & Choi, 2015). Specifically, 
perceived social good reflects teachers’ belief in designing 
AI courses that help students address societal challenges 
and improve human lives (Chiu & Chai, 2020). Thus, the 
following hypothesis was proposed:

H2  Teachers’ knowledge of AI positively predicts their per-
ceived social good of teaching AI (see Fig. 2).

Perceived social good serves as an essential attitudi-
nal factor mediating the relationship between teachers’ 
knowledge and their concerns about teaching AI. Teachers 
who value the social good of teaching AI tend to focus on 
higher stages of concern, such as consequence and refocus-
ing, emphasizing ethical and societal implications in their 
instructional design (Martínez-Valdivia et al., 2020; Serholt 
et al., 2017). This led to the third hypothesis:

H3  Teachers’ perceived social good of teaching AI posi-
tively predicts their concerns about teaching AI (see Fig. 2).

Verification of these research hypotheses is presented 
later with corresponding theoretical, logical, and empirical 
justifications.

Research questions

The research questions posed are:

RQ1: By questionnaire analysis: Are the applied ques-
tionnaires valid and reliable for investigating teachers’ 
knowledge, perceived social good, and concerns about 
teaching AI?
RQ2: By SEM analysis: What predictive roles do teach-
ers’ knowledge play in their concerns about teaching AI 
when mediated by the perceived social good of teaching 
AI?
RQ3: By supplemental interviews: What are teachers’ 
views regarding teaching AI?
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Methods

Context

China has issued several policies on teaching AI since 2017. 
Following the spirit of relevant national policy documents, 
South China has selected a batch of experimental areas and 
schools for the K-12 AI educational reform. Many teachers 
in these areas were involved in training programs for their 
adaptation. Due to the lack of dedicated K-12 AI courses 
and dedicated K-12 AI teachers in China, teachers were sup-
ported to be active innovators teaching effective AI courses 
after participating in the programs.

The teachers we surveyed were all involved in the AI 
educational reform and had experienced training programs. 
In the K-12 AI educational reform, part of the content of AI 
teaching is covered in the curriculum of information and 
communications technology, such as AI foundational knowl-
edge, simple intelligent system development, development 
and application of AI technology, and the social good issues 
of AI application. Regarding social good, the newly revised 
textbooks of AI courses point out the goal to cultivate stu-
dents’ sense of social responsibility. For example, a teacher 
can organize students to analyze the dilemma of who should 
bear the responsibility caused by driverless car accidents. In 
this way, students’ awareness of social responsibility can be 
enhanced, and the potential threat of AI to society can be 
recognized dialectically.

Participants

A total of 269K-12 AI teachers in South China were 
recruited (48.3% female; 51.7% male), with an average age 
of 33.44 (SD = 5.77). These teachers were invited because 
they had attended professional development programs on 
teaching AI and had started implementing AI courses. Their 
mean number of teaching years was 10.8, and their mean 
number of AI teaching years was 3.34. Among the teachers, 
55.1% taught 10th grade, 43.9% taught 11th grade, and 1% 
taught 12th grade. As the front-line participants of the AI 
educational reform, the teachers have experience in teaching 
AI. They were asked to complete the online survey to evalu-
ate the degree to which they agreed with each item. In addi-
tion, it should be noted that all teachers passed the program.

Data collection

For collecting quantitative and qualitative data, there were 
three steps in the data collection procedure of this study.

First, expert opinions were solicited to ensure the 
accuracy and credibility of the measurements related to 

teachers’ knowledge of teaching AI, the perceived social 
good of teaching AI, and concerns about teaching AI. 
Three experts specializing in AI education reviewed the 
initial measurements. The experts noted that while the 
TPACK framework is commonly used to study technol-
ogy integration in subject teaching, it is less applicable for 
teaching AI as a standalone subject. They recommended 
adopting the PCK framework, which better aligns with the 
focus on integrating pedagogy and content for teaching 
technical knowledge. Based on the recommendations of 
the experts, the wording and scale items were modified 
and revised.

Second, a pretest was conducted to refine the question-
naire. The results showed that general AI teachers found 
it challenging to distinguish the multiple dimensions of 
TPACK. In contrast, they could clearly identify elements 
of PCK, particularly in the context of teaching AI. Thus, 
the final questionnaire adopted the PCK framework. Trained 
research assistants distributed and collected questionnaires 
using an online questionnaire publishing platform. The 
questionnaire data collection lasted about 6 months (Octo-
ber 2020 to March 2021). The survey was anonymous and 
could be completed within 20 min.

Third, after the questionnaire survey, semi-structured 
interviews were conducted for this study in order to gain 
insights into the teachers’ experiences of teaching AI in a 
supplementary manner. The interview data collection lasted 
almost 1 year (October 2020 to September 2021). Each 
teacher was asked to participate in interviews to gather 
teachers’ knowledge, perceived social good of teaching 
AI, and their roles in teaching concerns about teaching AI. 
Each interview lasted approximately 20 min and was audio-
recorded and transcribed verbatim for data analysis.

Instruments

Knowledge of teaching AI

The Knowledge of the teaching AI subscale was adapted and 
modified from the scale of Chai et al.’s (2013) study. The 
original subscale surveyed participants’ teaching knowledge, 
including PCK, CK, and PK. Cronbach’s alpha of PCK, CK, 
and PK in the work of Chai et al. (2013) was 0.92, 0.88, 
and 0.90, respectively. Based on the framework, we devel-
oped our subscale to test teachers’ knowledge of AI educa-
tion as pedagogical AI knowledge (PAIK, which is derived 
from PCK), and conceptual AI knowledge (CAIK, which 
is adapted from CK). To accommodate the subscale to the 
context of the study, 13 items were referenced, of which 
eight were for PAIK, and five were for CAIK. All items 
were rated on a 6-point Likert scale from 6 (strongly agree) 
to 1 (strongly disagree). The two dimensions are as follows:
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PAIK measures teachers’ knowledge of what, when, why, 
and how to teach AI (e.g., ‘I can design exploration activities 
to help students understand the knowledge of AI’).

CAIK refers to conceptual AI knowledge about AI-spe-
cific software or hardware (e.g., ‘I have enough relevant 
knowledge about the intelligent robots.’).

Perceived social good of teaching AI

The Perceived Social Good of Teaching AI subscale was 
modified from the scale of Chai et al. (2020). Only three of 
the five original items by Chai et al. (2020) were retained 
for further analysis in this study. The Cronbach’s α of social 
good in the original survey was 0.82, and CR was 0.82. 
This part contained three items and showed high reliability. 
Responses were anchored on a 6-point Likert scale from 6 
(strongly agree) to 1 (strongly disagree). The dimension of 
social good of teaching AI aimed to measure teachers’ peda-
gogical beliefs that designing AI courses enables students 
to solve problems using AI for the benefit of humans (e.g., 
I believe that teaching AI can encourage students to design 
AI applications for the good of society).

Concerns of teaching AI

The subscale of Concerns about teaching AI was designed 
based on the SoC instruments of Hall et al. (1977) and Geng 
et al. (2019). The subscale includes five stages: informa-
tion (5 items), management, consequence, collaboration, 
and refocusing. Of these stages, the current research only 
adopted the subscale of management and refocusing due to 
its stronger associations with teachers’ teaching innovative 
content (Jong, 2019). We made this decision also based on 
the psychometric properties of the management and refocus-
ing subscales. Both the correlation between the management 
dimension and the total scale (r = 0.82, p < 0.001) and the 
correlation between the refocusing dimension and the total 
scale (r =  0.81, p < 0.001) were higher than that between 
the information dimension and the total scale (r =  0.49, 
p < 0.001), between the consequence dimension and the total 
scale (r =  0.48, p < 0.001), as well as between the collabo-
ration dimension and the total scale (r =  0.56, p < 0.001). 
Participant responses were measured with a 6-point Likert-
type scale (1 = strongly disagree, 6 = strongly agree). The 
two dimensions are described as follows:

Management refers to teachers’ concerns about organiz-
ing, managing, and scheduling the instructional activities to 
implement the AI curriculum smoothly (4 items).

Refocusing measures teachers’ concerns about further 
developing and improving the existing pedagogical effec-
tiveness of the AI courses (7 items).

Data analysis

Two steps were applied to analyze the data, including the 
confirmatory factor analysis (CFA) and SEM analysis. 
CFA was conducted to assess the reliability and valid-
ity of the questionnaires and to evaluate the measurement 
model. SEM was estimated to verify the hypothesized rela-
tionships between teachers’ knowledge, concerns, and per-
ceived social good of teaching AI. All analysis was con-
ducted with SPSS 22.0 and Mplus 8.2. The Cronbach’s α 
and composite reliability (CR) were applied to confirm the 
high consistency of each construct; Hair et al. (2009) sug-
gested that CR and Cronbach’s α should both exceed 0.7. 
Then, the average variance extracted (AVE) was computed 
to confirm the discriminant validity of the survey. The 
AVE value of each construct should be greater than 0.5, 
and the square root of AVE should exceed the correlation 
coefficients between that construct and other structures to 
ascertain that the constructs are independent of each other 
(Hair et al., 2009). Third, the Tucker-Lewis index (TLI), 
comparative fit index (CFI), and standardized root mean 
square residuals (SRMR) were reported as the model fit-
ness. Based on Marsh et al. (2004), a CFI of at least 0.90, 
a TLI of at least 0.90, and an SRMR < 0.08 together would 
suggest a good fit between the hypothesized model and 
the data.

Semi‑structured interviews

To gain deeper insights into teachers’ experience with 
teaching AI, this study conducted supplemental semi-
structured interviews. The interviews aimed to explore 
teachers’ knowledge, perceived social good of teaching 
AI, and their roles in teaching concerns about teaching 
AI, with the aim of further supplementing the quantita-
tive findings by analyzing relevant data sources (i.e., 
self-reported survey and interview). Among the 269 sur-
vey participants, we invited 18 teachers (9 males and 9 
females) to take part in the supplemental interviews. The 
teachers were selected based on their different levels of 
proficiency in implementing AI courses in professional 
development programs (6 teachers with high-level, 6 with 
medium-level, and 6 with low-level proficiency). Example 
interview questions included: (1)‘When were you a partici-
pant in the reform of teaching AI? and What do you think 
of this reform?’ (2) ‘What issues were you largely con-
cerned about during the reform of teaching AI, and Why?’ 
(3)‘What is your favorite part of teaching AI, and what is 
your least favorite part?’ (4)‘What made you find it dif-
ficult or challenging to conduct the AI teaching?’ (5)‘Can 
you specifically describe any changes in your feelings dur-
ing that period?’.
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Results

Validity and reliability of the instruments

To answer RQ1, CFA was applied to validate the facto-
rial structure of each scale, and the coefficient alpha was 
used to test the reliability of all the scales. Parceling was 
employed for the sake of model estimation benefits in the 
CFA and SEM phases (Little et al., 2013). The parceling 
strategy for PAIK and CAIK was a factorial algorithm 
(Rogers & Schmitt, 2004), while refocusing adopted prior 
questionnaire construction (Little et al., 2002).

CFA for knowledge of teaching AI

Only two dimensions that comprise 13 items were retained 
for the subscale. The measurement model of the knowl-
edge of teaching AI subscale is presented in Table 1. The 
items consist of two factors (PAIK and CAIK) with 13 
items. The dimension of general pedagogical knowledge 
was deleted due to its factor loading being less than 0.40.

In this study, the Cronbach’s α values of PAIK and CAIK 
were 0.97 and 0.89, with an overall alpha of 0.95, showing 
that this instrument is reliable. The examination of the CR 
of each construct showed that it was greater than 0.70, and 
the AVE of each construct exceeded the value of 0.50: PAIK 
(CR = 0.97, AVE = 0.76), CAIK (CR = 0.89, AVE = 0.62).

CFA for the perceived social good of teaching AI

As noted in Table 1, the measurement model of the per-
ceived social good of teaching AI subscale included three 
items. In the study, the Cronbach’s α value of the per-
ceived social good scale was 0.93, and the CR and AVE 
values of the scale were 0.93 and 0.81, suggesting that this 
scale is reliable and effective.

CFA for concerns of teaching AI

The measurement model of concerns of teaching AI sub-
scale consists of two factors (Management and Refocus-
ing) with 11 items, as shown in Table 1. Other dimen-
sions were deleted due to their factor loadings being less 
than 0.40. Cronbach’s alpha values were 0.92 for Man-
agement and 0.89 for Refocusing, and the overall alpha 
value was 0.90, indicating sufficient internal consistency 
of the survey items. The CR and AVE values of the scale 
further confirmed its reliability: management (CR = 0.92, 
AVE = 0.73), and refocusing (CR = 0.90, AVE = 0.55).

Description and correlation analysis

Responding to RQ2 regarding the SEM analysis, sequential 
steps were conducted in the following two subsections: (1) 
correlation analysis to explore the relations among teach-
ers’ knowledge, perceived social good, and concerns about 
teaching AI, and (2) mediation effect testing to reveal the 
mediator role of teachers’ perceived social good of teaching 
AI between their knowledge and concerns about teaching AI.

In the first step to explore the relations, the results of 
the descriptive statistics and Pearson correlation analyses 
of all constructs are shown in Table 2. The AVE of each 
construct exceeded the value of 0.50. The square roots of 
the AVE of each construct were greater than the Pearson 
correlation coefficients for each pair of constructs, resulting 
in the survey’s great reliability and validity. The fit indi-
ces for the five constructs after parceling were χ2/df = 3.44, 
CFI = 0.97, TLI = 0.96, and SRMR = 0.04, indicating that the 
survey items had acceptable construct validity.

The mean score of each construct was between 4.33 and 
4.73 (SD between 0.61 and 1.09), suggesting that partici-
pants were well-trained for AI education. All of the correla-
tion coefficients were positive and significant (p < 0.001), 
and were between 0.40 and 0.78, showing medium to large 
effect size coefficients.

Analysis of mediating effects

Latent variables modeling was used for mediation effect 
testing, and the estimated standardized path coefficients are 
presented in Fig. 3 and Tables 3 and 4. Parceling strategies 
used in SEM were identical to the CFA analysis.

We examined the mediating effect with a two-step proce-
dure. The total effect was estimated first. Without controlling 
the perceived social good of teaching AI, CAIK predicted 
management significantly (β = 0.39, p < 0.001), while PAIK 
could not predict management (β = 0.14, p = 0.109). The 
total paths from both CAIK (β = 0.16, p < 0.05) and PAIK 
of teaching AI (β = 0.57, p < 0.001) to refocusing were found 
to be significant.

Second, the mediation effect was tested. Both CAIK 
(β = 0.39, p < 0.001) and the perceived social good of teach-
ing AI (β = 0.37, p < 0.001) predicted management signifi-
cantly, suggesting the mediator role of the perceived social 
good of teaching AI. The mediation effect of management 
on CAIK via the perceived social good of teaching AI was 
significant (β = 0.14, p < 0.001), accounting for 37% of the 
total effect. After controlling the perceived social good of 
teaching AI, CAIK still significantly predicted management 
(β = 0.25, p < 0.01). Therefore, the perceived social good of 
teaching AI partially mediated the relationship between 
CAIK and management. The mediation effect was not esti-
mated for PAIK on management. Thus, it could not predict 
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Table 1   Factor loadings and the reliability of the knowledge of teaching AI subscale

***p < 0.001

Items Factor loadings t-value AVE CR Cronbach’s α

Factor 1—Pedagogical AI knowledge (PAIK) 0.76 0.97 0.97
PAIK1—I can inspire students to brainstorm and discover the potential benefits of AI 

technology
0.85 46.90***

PAIK2—I can guide students to use intelligent images to design appropriate solutions 0.85 46.46***
PAIK3—I can help students choose the suitable machine learning algorithm needed for 

a given problem
0.89 65.69***

PAIK4—I can design interesting teaching activities to help students use automatic 
speech recognition well

0.88 59.18***

PAIK5—I am able to incorporate AI software (such as Siri or face recognition) into 
students’ learning activities

0.90 71.41***

PAIK6—I can raise questions from the real world to inspire students to learn artificial 
intelligence

0.89 61.90***

PAIK7—I can lead students to argue about AI technology issues 0.87 51.96***
PAIK8—I can design exploration activities to help students understand the knowledge 

of AI
0.87 53.61***

Factor 2—Conceptual AI knowledge (CAIK) 0.62 0.89 0.89
CAIK1—I have enough relevant knowledge about cloud computing 0.90 55.30***
CAIK2—I have enough relevant knowledge about computer vision 0.88 47.03***
CAIK3—I have enough relevant knowledge about deep learning 0.69 18.73***
CAIK4—I have enough relevant knowledge about knowledge graphs 0.79 29.89***
CAIK5—I have enough relevant knowledge about intelligent robots 0.67 18.22***
Factor 3—Social good (SG) 0.81 0.93 0.93
SG1—I believe that teaching AI can encourage students to construct ideas for using AI 

technology to generate social benefits
0.91 66.17***

SG2—I believe that teaching AI can encourage students to generate ideas for the devel-
opment of AI technology that benefit most people

0.95 85.52***

SG3—I believe that teaching AI can encourage students to design AI applications for 
the good of society

0.85 44.31***

Factor 4—Management (MT) 0.73 0.92 0.92
MT1—I am concerned that there are not enough class hours to organize my AI cur-

riculum every day
0.88 52.00***

MT2—I am concerned that I would be unable to manage key processes in teaching AI 
courses

0.92 65.36***

MT3—I am concerned about the time I need to spend dealing with subject issues 
related to AI technology

0.86 45.19***

MT4—I am concerned about whether there are not enough resources to teach AI 
courses

0.77 27.66***

Factor 5—Refocusing (RS) 0.55 0.90 0.89
RS1—I am concerned about establishing partnerships with other teachers in and out of 

school to implement new AI courses
0.53 11.39***

RS2—I am concerned about coordinating with others to maximize the impact of AI 
education

0.70 20.71***

RS3—I am concerned about working with researchers to design AI courses to promote 
students’ learning of AI

0.83 37.21***

RS4—I am concerned about using students’ feedback to improve the AI curriculum 0.77 27.51***
RS5—I am concerned about changing the teaching methods of the AI curriculum 0.90 58.93***
RS6—I am concerned about optimizing our AI curriculum based on students’ experi-

ence
0.88 49.84***

RS7—I am concerned about revising the AI course until it works well enough 0.67 18.46***
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management by itself, while PAIK significantly predicted the 
perceived social good of teaching AI (β = 0.39, p < 0.001), 
and the perceived social good of teaching AI significantly 
predicted management.

Further, we tested the mediating effect of perceived social 
good of teaching AI between the relationship of knowledge 
and refocusing. The path coefficients from both CAIK to the 
perceived social good of teaching AI (β = 0.39, p < 0.001) 

and from the perceived social good of teaching AI to refocus 
were found to be significant (β = 0.23, p < 0.01). The media-
tion effect of refocusing on CAIK via the perceived social 
good of teaching AI was significant (β = 0.09, p < 0.001), 
accounting for 57% of the total effect. After controlling 
the perceived social good of teaching AI, the direct effect 
between CAIK and refocusing disappeared (β = 0.07, 
p = 0.42).

Table 2   Correlation and 
discriminant validity of 
constructs

AVE, average variance extracted; CAIK, Content Knowledge about AI; PAIK, Pedagogical AI Knowledge. 
The square root of the AVE value is in bold on the diagonal. Off diagonal values are the Pearson correla-
tions of the constructs
***p < 0.001

Factors M SD AVE 1 2 3 4 5

PAIK 4.73 0.94 0.76 0.87
CAIK 4.34 1.01 0.62 0.78 *** 0.79
Management 4.33 1.09 0.73 0.43*** 0.48*** 0.86
Refocusing 4.39 0.61 0.55 0.66*** 0.53*** 0.40*** 0.74
Social good 4.42 1.05 0.81 0.67*** 0.67*** 0.54*** 0.46*** 0.90

Fig. 3   Standardized results of 
the structural model equation. 
Note **p < 0.01; ***p < 0.001

Table 3   Mediation effect of Social Good between knowledge and management

CAIK: content knowledge about AI; PAIK: pedagogical AI knowledge
**p < 0.01; ***p < 0.001

Y: Management M: Social good Y: Management

Path coefficient t-value Path coefficient t-value Path coefficient t-value Mediation 
effect (ab)

t-value

X: PAIK 0.142 1.603 0.391 5.404***  − 0.003  − 0.029 – –
M: Social good – – – – 0.371 4.537***
X: CAIK 0.394 4.522*** 0.389 5.274*** 0.25 2.726** 0.144 3.473***
M: Social good – – – – 0.371 4.537***
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As for the mediating effect of social good between PAIK 
and refocusing, the path coefficients from both PAIK to the 
perceived social good of teaching AI (β = 0.39, p < 0.001) 
and from the perceived social good of teaching AI to refo-
cus were significant. The perceived social good of teaching 
AI mediated the relationship between refocusing and PAIK 
(β = 0.10, p < 0.01), accounting for 16% of the total effect. 
After controlling the perceived social good of teaching AI, 
PAIK still predicted refocusing (β = 0.48, p < 0.001). Three 
mediation models in total were constructed from the results.

Interview analysis

To complement the findings of the SEM, this study revealed 
the teachers’ concerns about teaching AI with empirical data 
from interviews, thus responding to RQ3. The interview 
analysis results are listed in Table 5, which focuses on the 
possible explaining factors of teachers’ views on teaching 
AI, including teachers’ knowledge, their concerns, and their 
perceived social good of teaching AI. We conducted 18 sam-
ple supplemental interviews. Regarding the role of teach-
ers’ knowledge of teaching AI and perceived social good of 
teaching AI, the interviews indicated that teachers with more 
favorable levels of social good of teaching AI were predicted 
by higher degrees of perceived technology-assisted teacher 
support, which may explain why they perceived higher levels 
of SoC. For example, the 2.2 (i.e. refocusing on AI class-
room improvement) result showed that the teachers were 
quite concerned about the effectiveness of AI classrooms 
and felt a sense of satisfaction because they experienced 
social empowerment, and a spirit of inquiry and enthusiasm 
for teaching the students to make good use of AI for social 
benefits (i.e. 3.0).

They paid more attention to pedagogical knowledge of 
teaching AI before conducting AI courses, which was con-
sidered by other teachers and supervisors as their compe-
tence regarding the ‘experience–experiment–application’ 
approach for AI projects (i.e. pedagogical knowledge of 
teaching AI). This evidence from the interviews suggests 
that the role of perceived social good of teaching AI is a 

critical factor in effectively organizing AI classes (see more 
interview examples in Table 5).

Discussion

This study explored the direct effects of teachers’ knowledge 
and perceived social good of teaching AI on their concerns 
about teaching AI, as well as the mediating role of teachers’ 
perceived social good of teaching AI between their knowl-
edge and concerns by adopting SEM analysis. In response 
to RQ1, data analysis indicated that reliable conclusions 
were drawn from the applied questionnaires. For RQ2, the 
results of the SEM analysis revealed that teachers’ perceived 
social good of teaching AI played a significant mediating 
role between teachers’ knowledge and their concerns about 
teaching AI. As a response to RQ3, teachers’ understanding 
regarding teaching AI was revealed by the interview analysis 
to complement the SEM findings with empirical data.

Compared with previous studies, which only noted the 
importance of applying CBAM to measure teachers’ con-
cerns in conventional teaching contexts (Dele-Ajayi et al., 
2021; Yan & Deng, 2018), one of the uniqueness of this 
study is to enrich the application of CBAM and PCK with 
modeling and import them to study the K-12 educational 
reform brought about by AI. It was found that teachers’ 
knowledge of teaching AI was positively associated with 
their concerns about teaching AI. This result agreed with the 
previous finding, suggesting a positive correlation between 
teachers’ knowledge and hierarchical concerns (Hao & Lee, 
2016). This study further supported this idea in the context 
of teaching AI. It also indicated the validity of the spaces of 
coping theory and extended the research on teachers’ emo-
tions regarding educational reform. Based on the theoretical 
framework of spaces of coping, teachers respond to the prac-
tice of educational reform in terms of awareness, reflection, 
feeling, and connection (Zembylas, 2006). This supports the 
applicability of using the spaces of coping framework as 
an alternative framework for addressing teacher concerns 
in AI education. Furthermore, our results support a differ-
ent conclusion and surpass past research by including the 

Table 4   Mediation effect 
of Social Good between 
knowledge and refocusing

CAIK, conceptual AI knowledge; PAIK, pedagogical AI knowledge; PC, path coefficient
*p < 0.05; **p < 0.01; ***p < 0.001

Y: Refocusing M: Social good Y: Refocusing

PC t-value PC t-value PC t-value Mediation 
effect (ab)

t-value

X: PAIK 0.57 7.24*** 0.39 5.40*** 0.48 5.68*** 0.09 2.72**
M: Social good – – – – 0.23 3.12**
X: CAIK 0.16 1.98* 0.39 5.27*** 0.07 0.81 0.09 2.66**
M: Social good – – – – 0.23 3.12**
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perceived social good of teaching AI in the mediational 
mechanism between teachers’ knowledge and concerns. In 
contrast to the previous finding that some domains of teach-
ers’ knowledge might be negatively associated with their 
concerns (Hao & Lee, 2016), teachers’ perceived social good 
was confirmed to be an effective mediator between the two 

factors in the new context. The connotation is consistent 
with several past studies as well. Teachers’ knowledge of 
ethics was positively associated with their attitude to tech-
nology (Yildiz Durak, 2021), and teachers’ attitudes could 
positively predict their concerns (Kim et al., 2021a). In line 
with these, teachers’ knowledge could affect their perceived 

Table 5   Categories of teachers’ views regarding teaching AI

Conceptions Values Examples

1. Knowledge of Teaching AI 1.1 Pedagogical knowledge of the ‘experience–
experiment–application’ approach for teaching 
AI

1.1.1 I used an application called CocoBlockly 
(a programming development environment 
based on Blockly visual programming blocks) 
to provide the students with AI-related learning 
experience. I could give the students a headset 
with a manufactured microphone to speak in 
an experiment. And then, the application could 
convert their voice into text

1.1.2 I used graphical programming software 
to help students develop basic AI applications 
through guided experiments. This approach 
improved their self-confidence and problem-
solving skills

1.2 Knowledge of AI-related conceptual under-
standing

1.2.1 The topic of this class is related to the 
knowledge regarding face recognition, which is 
one of the technologies in artificial intelligence 
technology

1.2.2 I explained the concept of neural networks 
by using real-life analogies, like how the human 
brain processes visual information. This helped 
students better understand the complex mecha-
nisms of AI

2. Concerns of Teaching AI 2.1 Classroom management regarding time 2.1.1 I am largely concerned about not having 
enough time to organize the AI teaching class-
room because the class time was so short and 
there were dozens of students’ AI projects that 
needed to be evaluated

2.1.2 I found the time constraints made it chal-
lenging to ensure students fully understood each 
AI topic before moving on to the next one

2.2 Refocusing on AI classroom improvement 2.2.1 I am rather concerned about the idea of 
improving AI classes based on project-based 
learning methods. I spent a lot of time trying 
suitable teaching reform strategies

2.2.2 I incorporated collaborative projects, which 
was beneficial, but managing group dynam-
ics and ensuring that all students contributed 
equally posed significant challenges, requiring 
additional classroom strategies

3. Perceived Social Good of Teaching AI 3.1 Societal contribution 3.1.1 I think we need to teach AI for our children 
to make good use of it for social benefits

3.1.2 I believe that by teaching AI, students 
can develop skills to benefit society, which 
motivates them to contribute positively to their 
communities

3.2 Positive impact on the environment 3.2.1 I have seen students show enthusiasm when 
using AI for environmental projects, such as 
predicting pollution trends through data analysis 
tools. This reinforced my belief in AI's potential 
for positive social impact



Exploring Chinese teachers’ concerns about teaching artificial intelligence: the role of…

social good of teaching AI. When teachers not only took 
AI as a tool but considered the social impact of AI in their 
course design as well, they could show more autonomy in 
applying their knowledge to teaching AI courses (Chiu & 
Chai, 2020). Therefore, teachers’ enthusiasm for implement-
ing practice could be engaged to develop high stages of con-
cern (Christesen & Turner, 2014). Consequently, teachers 
with different levels of perceived social good demonstrate 
corresponding concerns. This may provide a theoretical 
insight into the inconsistency by explaining whether teach-
ers’ knowledge can enhance or reduce their concerns in the 
context of teaching AI.

Furthermore, the most novel aspect of this study is the 
use of the mediation model to afford a meticulous explana-
tion of the mechanism behind teachers’ professional devel-
opment for teaching AI courses. The mechanism discusses 
the shift in teachers’ focus from acquiring knowledge to the 
direction of their specialization. Specifically, experienced 
teachers and novice teachers follow different professional 
development paths; the difference lies in their knowledge 
of teaching AI and their concerns about teaching AI with 
the mediation role of the social good of teaching AI. First, 
the perceived social good in teaching AI partially mediates 
the association between CAIK and concern about manage-
ment. Second, PAIK did not positively predict concern 
about management, but it did positively predict the per-
ceived social good of teaching AI, and in turn, it positively 
predicted concern about management. In general, teach-
ers’ perceived social good of teaching AI mediates the 
association between teachers’ knowledge and their concern 
about management. The result responded to a past study, 
which suggested an unstable correlation between knowl-
edge and concern about management (Hao & Lee, 2017). 
It proved that teachers’ perceived social good of teaching 
AI might be one of the variables determining whether the 
relationship between teachers’ knowledge and concern 
about management is positive or negative. As we hypoth-
esized, perceived social good as a pedagogical belief can 
affect teachers’ practice in applying knowledge of teach-
ing AI. According to Chiu and Chai (2020), perceived 
social good plays an important role in predicting whether 
teachers can design effective AI courses. It also appears 
that teachers attach slightly higher importance to social 
topics than pure application-oriented competencies when 
teaching AI (Lindner & Romeike, 2019). Apart from the 
above, other results noted how teachers’ knowledge pre-
dicts their concern about refocusing. Teachers’ perceived 
social good of teaching AI has a full mediation effect on 
the association between CAIK and concerns about refocus-
ing. Besides, teachers’ perceived social good of teaching 
AI partially mediated the association between PAIK and 
concerns about refocusing. The correlations elucidated 
the conclusion that teachers’ professional development is 

a process with gradually increasing social responsibility 
(May & Curtner-Smith, 2021). The sociocultural expec-
tancy internalized by teachers can drive them to innovate 
effective pedagogy for teaching AI courses (Chiu & Chai, 
2020).

However, according to the proposed model, teachers’ 
general pedagogical knowledge has no significant effects 
on teachers’ perceived social good or concerns about 
teaching AI. The result agreed with the opinion that teach-
ers need a paradigm shift in their pedagogy for teaching 
AI (Tedre et al., 2021). In addition, teachers’ information, 
consequence, and collaboration concerns about teaching 
AI showed insignificant connections with their knowledge 
and perceived social good of teaching AI. This result com-
plemented the previous conclusion that teachers’ perspec-
tives on teaching AI emphasized teaching new courses 
with adequate teaching material and best-practice exam-
ples (Lindner & Romeike, 2019). It seems that teachers 
did not give priority to information collection, students’ 
experience, or partnership at the beginning of the educa-
tional reform brought by AI. Instead, they concentrated on 
adapting the new AI courses first.

Taken together, the interview analysis shows that high-
level proficient teachers possess a higher level of knowl-
edge in teaching AI (e.g., PAIK), which mainly results 
from eliciting a sense of teaching AI for the benefit of 
humans (one characteristic of perceived social good of 
teaching AI) with immediate and sustained action in their 
concerns about teaching AI. The medium-level and low-
level proficient teachers perceived more conceptual AI 
knowledge in their knowledge structure, and gradually 
increased their perception of the social good of teach-
ing AI for autonomy in managing AI instruction. In other 
words, PAIK may elicit a gap between the initial value 
and resulting actions, which may promote immediate and 
sustained action (e.g., In a typical semester with 20 infor-
mation technology lessons, AI courses constitute only 
40% of the total, highlighting the limited allocation of 
time for teaching AI content. This limitation requires that 
teaching strategies incorporate the PAIK, which focuses 
on teachers’ knowledge of the what, when, why, and how 
of teaching AI), and in turn alleviate teachers’ concerns. 
CAIK boosts teachers’ perception of the social good of 
teaching AI through satisfying autonomy needs in manage-
ment, in turn resulting in an increase in teachers’ concerns 
(e.g., When teachers tend to hold a higher level of CAIK, 
a greater extent of perceiving social good in AI teaching 
advances their concerns from classroom management to 
refocusing on teaching AI). The evidence from the inter-
views suggests that the role of perceived social good in 
teaching AI is a critical factor in mediating the relations 
between knowledge of teaching AI and teachers’ concerns.
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Conclusions, implications, and limitations

The study has provided initial evidence to reveal that 
teachers’ perceived social good serves as an important 
pathway from their knowledge to their concerns in the 
context of the educational reform brought by AI. Impres-
sively, teachers’ perceived social good of teaching AI par-
tially mediated the relationships between their PAIK and 
refocusing concerns, as well as between their CAIK and 
management concerns.

To fill this gap in the literature, this study broadened the 
application of CBAM to the field of teaching AI to deepen 
our understanding of teachers’ knowledge and concerns by 
considering the mediating role of perceived social good 
regarding teaching AI. In other words, the main theoretical 
contribution of this study is that it develops the research 
on teachers’ emotions about AI educational reform by 
focusing on teachers’ concerns and exploring the influ-
encing factors. The study provides evidence that CBAM 
can regarded as the theoretical underpinnings to help rel-
evant stakeholders understand the mechanism underlying 
teachers’ concerns about teaching AI. Secondly, this study 
used SoC from CBAM to analyze teachers’ concerns, and 
linked it with the PCK to explore and clarify a possible 
explanation of the association between teachers’ knowl-
edge and concerns about teaching AI. By applying PCK 
to a new subject, the proposed model also shows a mecha-
nism behind teachers’ in-service professional development 
for teaching AI courses. In response to the current foci on 
challenges brought by AI education (Kim et al., 2021a), 
the research provides theoretical support to structuring 
teachers’ knowledge growth and its influence on their con-
cerns about the education reform brought by AI. A more 
significant finding is that teachers’ perceived social good 
appears to be an influential factor in the process of their 
knowledge growth. Teachers’ development of the stage of 
concern is not spontaneous during the teaching AI pro-
cess, which requires foster promoters (e.g., knowledge and 
social good) to awaken and support the development of 
teachers’ concerns through effective intervention.

From a practical perspective, to address the competency 
requirements and ethical challenges teachers encounter 
in the new AI educational reform (Akgun & Greenhow, 
2022), educators must provide support to training first-line 
teachers and consider their concerns (Jiang, 2022). This 
study might help to identify the priorities and formats of 
designing appropriate professional development programs 
for teachers confronting AI educational reform. The find-
ings indicate the significance of separating different strate-
gies for novice and experienced teachers in their profes-
sional development programs. Directional planning could 
be prepared for different teachers to help them achieve 

high-stage concerns. For novice teachers who lack CAIK 
(Lindner & Berges, 2020), the results introduce the per-
ceived social good of teaching AI to understand how their 
CAIK predicts their concerns about management. Novice 
teachers’ education programs should support their devel-
opment with curriculums that teach both ethical and tech-
nical concepts of AI in order to increase their CAIK. These 
teachers hoped to comprehend basic conceptual AI knowl-
edge with tools like platforms using AI techniques as well 
as ethical matrices (Williams et al., 2021). For experienced 
teachers who need PAIK (Sanusi et al., 2022), the mecha-
nism revealed by the mediation model implied the pivotal 
role of teachers’ perceived social good in the association 
between their PAIK and concern about refocusing. Pro-
grams promoting experienced teachers’ perceived social 
good are essential for their professional development. Spe-
cifically, these teachers need to create lesson plans with 
contextualized resources and to critically rethink the sus-
tainable development of using AI, thus developing their 
PAIK. It is suggested that program designers emphasize 
hands-on activities and co-design training for them (Sanusi 
et al., 2022).

Based on these practice-oriented insights, we provide rec-
ommendations for practitioners to enhance teachers’ beliefs 
about teaching and learning, as well as their effectiveness in 
using AI instructional technologies.

First, teachers should actively engage in professional 
development focused on AI concepts and pedagogical strat-
egies specific to AI education. Participation in targeted 
training helps teachers develop a thorough understanding 
of AI content, acquire effective methods to teach complex 
AI topics, and gain practical experience in conveying these 
concepts in the classroom. Applying this knowledge directly 
to classroom practice through the design of AI-related pro-
jects, competitions, or problem-solving activities can further 
improve their instructional effectiveness and reduce their 
concerns regarding teaching AI. Additionally, maintaining 
curiosity about advancements in AI and continuously updat-
ing their subject-specific knowledge is crucial to meeting the 
demands of AI education.

Second, school leaders are encouraged to organize sup-
portive AI education communities involving teachers, AI 
experts, and subject leaders. These communities facilitate 
collaboration, enabling teachers to share experiences, learn 
from experts, and experiment with new approaches to AI 
education. Establishing these communities fosters an envi-
ronment that enhances teachers’ literacy in teaching AI. 
School leaders should also allocate sufficient resources and 
structured time for professional development and collabora-
tion within these communities, ensuring effective implemen-
tation of AI education.

Third, policymakers are expected to develop and imple-
ment specialized training programs to enhance teachers’ 
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competencies in teaching AI. These programs should be 
guided by AI experts, emphasizing the broader social good 
of AI education to address teachers’ concerns and foster 
motivation. Additionally, efforts should focus on ensur-
ing the successful rollout of these training programs across 
schools, providing teachers with the necessary support to 
teach AI effectively.

However, there are some limitations to consider in the 
future. First, the scale of knowledge of teaching AI, per-
ceived social good of teaching AI and concerns of teaching 
AI used for the objective measurement may have significant 
limitations due to the fact that self-reporting by participants 
may introduce biased results. In light of this, semi-structured 
interviews could be used as a tool to reduce biases by con-
ducting in-depth interviews about the relevant self-report 
questions in the scales. Additionally, the SEM approach used 
in this study may have inherent limitations, including poten-
tial biases related to model assumptions and data relation-
ships, which could affect the reliability of the results. Future 
research could enhance the systematization of variables in 
the model, particularly regarding the knowledge teachers 
need for effective AI instruction. While this study did not 
explore the use of generative AI (GenAI), such technolo-
gies are emerging as promising tools for AI education. For 
instance, GenAI could facilitate interactions where students 
express their ideas about AI-related topics, generating data 
that complement traditional survey methods. Future studies 
could consider incorporating these practices to better capture 
the evolving needs and directions of AI teaching. Further-
more, continuous observation could be used to evaluate the 
long-term impact of interventions and validate the mecha-
nisms identified in this study. Second, although this study 
identified the mediating role of teachers’ perceived social 
good, there may be other important relationships between 
different aspects of teachers’ knowledge and concerns about 
teaching AI. Modified models with knowledge and concerns 
categorized by new frameworks and altered perceived social 
good can be further explored with data collected in other 
circumstances. Models from different aspects may obtain 
a more comprehensive understanding of teachers’ profes-
sional development for AI educational reform. Third, the 
effectiveness of the model requires future practice. We also 
suggest that future studies incorporate social good into the 
content of teacher education programs for teaching new AI 
courses by designing directed activities for novice and expe-
rienced teachers. The mechanisms illustrated by the model 
can be further tested after identifying whether the interven-
tion designed to improve teachers’ perceived social good can 
differentiate their concerns.

Besides, another limitation of this study is its focus on 
teachers from southern China, which may restrict the gen-
eralizability of the findings. Regarding cultural factors, 

the significant academic competition in East Asia influ-
ences teachers’ concerns, particularly via the widespread 
emphasis on examination outcomes. The prevalence of 
extracurricular tutoring in this context also drives teach-
ers to focus on the tangible, practical benefits of teaching 
AI, aligning with the societal expectations for student 
success. In terms of systemic factors, several aspects of 
the educational environment affect teachers’ concerns. 
First, the focus on examination performance impacts 
decisions about the duration and depth of AI courses, as 
priority is often given to subjects that directly contrib-
ute to exam results. Second, the availability of suitable 
instructional resources, including AI teaching materials 
and tools, influences how effectively AI can be taught. 
Lastly, teacher and student AI literacy remains a critical 
factor, as limited knowledge of AI concepts can heighten 
concerns about effectively implementing the curriculum 
(Lin et al., 2023). These considerations suggest that the 
findings may require adaptation in other contexts, par-
ticularly those with differing educational priorities and 
resource availability. Thus, future research could address 
these issues by including teachers from diverse cultural 
and educational settings, as well as regions with varying 
economic conditions, providing a deeper understanding of 
how these contextual factors influence teachers’ concerns 
about teaching AI.
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